Large-scale Reordering Model for SMT using
Dual Multinomial Logistic Regression
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Abstract

Phrase reordering is a challenge for statistical machine translation (SMT) systems. Posing phrase movements as a prediction problem using
contextual features modeled by maximum entropy-based classifier is superior to the commonly used lexicalized reordering model. However, training
this discriminative model using large-scale parallel corpus might be computationally expensive. In this paper, we explore recent advancements in
solving large-scale classification problems. Using the dual problem to multinomial logistic regression, we managed to shrink the training data while
iterating and produce significant saving in computation and memory while preserving the accuracy.

Introduction

Extracted phrase pairs (f,é) :

Foreign sentence (f) fi b 1 f3 I f5 5 f6 3

: f e O; alignment context
English sentence (e) & é; e &3 e €5 _.
1 3 2 fi b e mono 0-0 1-0 +f5
The best translation according to a combination of different models is: R fh f5 €4 65 swap 0-1 2-0 —fh 4+ I
I € €3 other 0-0 O-1 —fs

n
Cbest = AlQ mglx Z )\ihi(fv e)
=1

Bag-of-words representation for feature-based models:

Reordering model is important for phrase-based systems defined as: features: fi&e; h&e; +h h&es f&es —h +f f&er f&es

hreo(f, €) = log p(olf.e) ~ ) "log p(ojlf;, &)

¢(fi, &) = 1110000000 ¢(f, &) = 0001111000 ¢(f,e3) = 000000111

Multinomial Logistic Regression (MLR)

MLR (also known as MaxEnt): The dual problem:
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Shrinking Algorithm

Require: training set S = {¢(f;, &), 0;} ", 0

Error rate based on held-out data

N0

Given o and the corresponding w(a)

80

Classifier

Training Time

Error Rate

repeat Primal MLR 1 hour 9 mins 17.81%
: . 0r Dual MLR ¢:0.1 18 minutes 17.95%

Randomly pick / from S o Dual MLR 1.0 | 13 minutes  21.13%
Dual MLR €:0.01 22 minutes 17.89%
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4 Claculate V,-kD(a) =1+ |09 Qjk 1 Wy(a)T¢(?i> é/) — Wk(a)T¢(?i> éI)
5: Vi = MaXg V,-kD(a) — mink V,-kD(a)
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BLEU scores based on NIST sets
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If v; < e then

Percentage of active phrase pairs

. 20} Ar-En Translation System MT06 MTO08

Remove / from S ol Baseline + Lexical. model 30.86 | 34.22

" . Baseline + Primal MLR 31.37 | 34.85

Contlnue from llne 3 oL— ' ' N | Baseline + Dual MLR ¢:0.1 31.36 | 34.87
2 4 6 8 10 12 14 16 18 20

: end if
10: N = 0.5
11: fort =1 to maxlIrial do

Training iteration

Conclusion

12: Calculate Oé;-k = jk exp(—n V,'kD(a))/ Zk’ Qjk! exp(—n V,-k/D(a))

13: if D(a’) — D(a) < 0 then » MLR reordering model is better than the lexicalized one. However, MLR
" Update a = o’ and w(a) = wx(ax) — o3(a/, — i) o (. &) Is computationally expensive due to iterative learning.

5. Break » Dual MLR with shrinking method is almost four times faster than the

6 end if primal MLR and much more memory-efficient.

17: n=0.5n » Dual MLR is very beneficial when data cannot fit in memory since

18:  end for primal MLR will take long time due to severe disk-swapping.

19 until v; <e Vi » The method is applicable for many classification problems in NLP.
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